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Idea for defining the projective plane P2
points of projective plane P2

↔
lines through origin in R3︸ ︷︷ ︸“lines of sight” through “eye point”

Y

Formalises the intuitive idea of projection:
Ï Point = other point on same line.

Ï “Points at infinity” are points like anyother.

Ï We “see” equally in all directions.
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Formal definition of projective space Pn
Pn is the set of equivalence classes

Pn := (Rn+1− {0})/∼

of points in Rn+1− {0} under the equivalence relation
x∼ y ⇐⇒ x= λy for some non-zero λ ∈R

Y

x1 x2

x0
(1, .5,0) (1,−.5, .5)

∼ (1.4,−.7, .7)

(0,−1,1) ∼ (0,−1.5,1.5)
∼

(.
5, .2

5,0
)

∼
∼

∼
∼

∼
∼

∼
∼

∼



Notation for elements of Pn
The ∼-equivalence class of x= (x0,x1, . . . ,xn) ∈Rn+1− {0} is denoted

Px ∈Pn or (x0 : x1 : . . . : xn) ∈Pn (“homogenous coordinates”)
Note:
Pλx = Px (λx0 : λx1 : . . . : λxn)= (x0 : x1 : . . . : xn) P0 ∉Pn (0 :0 : . . . :0) ∉Pn

Y

x1 x2

x0
(1 : .5 :0) (1 :−.5 : .5)

= (1.4 :−.7 : .7)

(0 :−1 : 1) = (0 :−1.5 : 1.5)
=

(.
5: .2

5: 0
)



P2 objects↔R3 objects
P2 object R3 object (before ∼-collapsing)point A= Pa line λa−{0}

A Y

a
line AB plane span(a,b)−{0}

A
B

Y

ab



Parallel lines have the same point at infinity: in terms of coordinates
Yx1 x2

x0
(1 : t : 1)

(1 : t :0)

Ï (1 : t : 1) t→∞→ ä

Ï (1 : t :0) t→∞→ ä

Non-parallel lines have different “points atinfinity”:
Y

(1 :0.2+ t : 2t)

x1 x2

x0
(1 : t : 1)

(1 : t :0)

Ï (1 :0.2+ t : 2t) t→∞→ ä



Parallel lines have the same point at infinity: in terms of planes
Yx1 x2

x0
Ï Parametrically: (1 : t : 1)In the “ground plane” x0 = 1: ä“Homogenised” eq. for plane: ä
Ï Parametrically: (1 : t :0)In the “ground plane” x0 = 1: ä“Homogenised” eq. for plane: ä
Ï Parametrically: (1 :0.2+ t : 2t)In the “ground plane” x0 = 1:x2/2= x1−0.2“Homogenised” eq. for plane:x2/2= x1−0.2x0

Generally, any line can be “homogenised”to the corresponding plane by multiplyingconstant terms by x0:
line ax1+bx2 = c in ground plane x0 = 1

↔

plane ax1+bx2 = cx0
This plane goes through 0 and has thecorrect line of intersection with groundplane x0 = 1.



Subspaces of Pn
Projective subspaces ⊂Pn are ∼-collapsed versions of linear subspaces ⊂Rn+1:

P(U)︸ ︷︷ ︸subspace ⊂Pn
:= {Pu : u ∈U− {0}} where U is a linear subspace ⊂Rn+1

dimP(U) := dim(U)− 1

P(U) U
point line Y

line plane Y

; {0}



Pn objects↔Rn+1 objects
P2 object R3 object (before ∼-collapsing)
point line Y

line plane Y

Pn object Rn+1 object (before ∼-collapsing)projective subspace of dimm linear subspace of dimm+ 1hyperplane := {sols. to c0x0+·· ·+cnxn︸ ︷︷ ︸not all coefficients 0
=0} hyperplane: {sols. to c0x0+·· ·+cnxn︸ ︷︷ ︸not all coefficients 0

=0}

dim(hyperplane)= n− 1 dim(hyperplane)= n
ä Same equation, different dimension! Paradox?



äWhat shape is the horizon?
A pair of parallels (in a plane, “the ground”) intersect in a “point at infinity.” The set of allsuch points is called the “line at infinity.”

ä Shouldn’t it be “circle at infinity”? Since it “goes all the way around”?
ä What happens if we remove the restriction that the parallels were in a (“ground”)plane? Do the set of all intersections of parallels in space form a “plane at infinity”?

Answers on next slides.



P2 can be seen as A2∪horizon (ordinary plane ∪ intersections of parallels)
P2 object R3 object (before ∼-collapsing)“points at infinity”; “the horizon” horizontal plane through eye point (0,0,0)

= {
(x0 : x1 : x2) ∈P2 : x0 =0} Y

“the rest” = P2− “points at infinity” every point not in red plane ∼ point in blue plane

= {
(x0 : x1 : x2) ∈P2 : x0 = 1}∼=A2

Y



Pn as extended An
Pn = {

(x0 : x1 : · · · : xn) ∈Pn : x0 = 1}︸ ︷︷ ︸
∼=An

∪{
(x0 : x1 : · · · : xn) ∈Pn : x0 =0}︸ ︷︷ ︸“hyperplane at infinity”

Y ∪ Y

Pn object An objectE projective subspace ↔ E∩An affine subspace
projective hyperplane H intersect with “ground”→ affine hyperplane H∩An
c0x0+c1x1+·· ·+cnxn =0 fill in x0=1→ c1x1+·· ·+cnxn =−c0
projective hyperplane containing F “homogenise”← affine hyperplane F
−dx0+c1x1+·· ·+cnxn =0 multiply constant by x0← c1x1+·· ·+cnxn = d

Y Y



äWhat is the “point at infinity” of y= 1+x?
y= 1+x
 affine line:{

(1 : x1 : x2) : x2 = 1+x1}
(no points at infinity yet)

 full projective line:{
(x0 : x1 : x2) : x2 = x0+x1}
(homogenised eq.)
(includes points at infinity)

x
y

Yx1 x2

Y

Points at infinity occur when x0 =0:{
(0 : x1 : x2) : x2 = x1}= {

(0 : 1 : 1)}
ä What is another line with the same point at infinity?



Intersection at infinity of two parallel planes in P3affine coord. affine eq. homogenous eq. projective coord.(“all points (“all points
(1 : x1 : x2 : x3) (x0 : x1 : x2 : x3)such that . . . ”) such that . . . ”)

(1 :0 :∗ :∗) x1 =0 x1 =0 (∗ :0 :∗ :∗)
(1 : 1 :∗ :∗) x1 = 1 x1 = x0 (∗ : x0 :∗ :∗)

Visualisation of affine part only:(Cannot draw two intersecting3-dimensional spaces in R4!)
x1 x2

x3

Points at infinity occur when x0 =0:{
(0 : x1 : x2 : x3) : x1 =0}∩{

(0 : x1 : x2 : x3) : x1 = x0}= (0 :0 :∗ :∗)∩(0 :0 :∗ :∗)= (0 :0 :∗ :∗)

ä (0 :0 :∗ :∗) is a [äpoint/äline/äplane/äR4 hyperplane]. Picture it in the figure!



Finding the full projective curve (homogenous eq.) from an affine curve
Let γ be a curve in the ground plane givenby a polynomial equation in x1,x2 such asx31 −5x1x2+3x2−8=0.

x1 x2
x0

(x0,x1,x2)∼ p ∈ γ
ä⇐⇒

(
1, x1x0 ,

x2x0
)
∈ γ

ä⇐⇒
( x1x0

)3
−5

( x1x0
)( x2x0

)
+3

( x2x0
)
−8=0

ä⇐⇒ x31 −5x0x1x2+3x20x2−8x30 =0
These steps can’t all be ⇐⇒ ’s, because thelast eq. includes point(s) at infinity and the

first does not, namely
(0 :ä :ä)

(corresponding to an asymptote of γ).
ä Which step introduced the point(s) atinfinity?
ä Instead of going through the abovecalculations, what is the quick recipe(corresponding to the name“homogenous equation”) for goingfrom things like

x31 −5x1x2+3x2−8=0
to things like

x31 −5x0x1x2+3x20x2−8x30 =0?



Pn span↔Rn+1 span
〈Pa,Pb,Pc, . . .〉 =projective span

:=smallest Pn subspace containing Pa,Pb,Pc, . . .

=P(U) for some subspace U⊂Rn+1 that:
• contains a,b,c, . . .

• is the smallest such U
=P(span(a,b,c, . . .))

Example:
〈(1 : 1 :0),(1 : 1 : 3)〉 = 〈P(1,1,0),P(1,1,3)〉

=P(span((1,1,0),(1,1,3)))
= 〈(1 : 1 :0),(0 :0 : 1)〉 =P(span((1,1,0),(0,0,1)))

Y



subspace ∩ subspace = subspace
Recall: P(U)︸ ︷︷ ︸subspace ⊂Pn

:= {Pu : u ∈U− {0}} where U is a linear subspace ⊂Rn+1

So: P(U)∩P(V)= {Px : x ∈U− {0}}∩ {Px : x ∈ V− {0}}

= {Px : x ∈U∩V− {0}}

=P( U∩V︸ ︷︷ ︸subspace ⊂Rn+1
)= subspace ⊂Pn

Example (recall the parallel planes):aff. coord. aff. eq. hom. eq. proj. coord. R3+1 subspace = span of
(1 :0 :∗ :∗) x1 =0 x1 =0 (∗ :0 :∗ :∗) U= (∗,0,∗,∗)

(1,0,0,0)
(0,0,1,0)
(0,0,0,1)

(1 : 1 :∗ :∗) x1 = 1 x1 = x0 (∗ : x0 :∗ :∗) V = (∗,x0,∗,∗)
(1,1,0,0)
(0,0,1,0)
(0,0,0,1)

U∩V = span(
(0,0,1,0)
(0,0,0,1)

)
= (0,0,∗,∗) P(U∩V)= (0 :0 :∗ :∗)



Dimension theorem for Pn

dimP(U)∩P(V)︸ ︷︷ ︸
=P(U∩V)︸ ︷︷ ︸

:=dim(U∩V)−1

+dim〈P(U),P(V)〉︸ ︷︷ ︸
P(span(U∪V))︸ ︷︷ ︸

:=dimspan(U∪V)−1

= dimP(U)︸ ︷︷ ︸
:=dim(U)−1

+ dimP(V)︸ ︷︷ ︸
:=dim(V)−1

⇐⇒

Dimension theorem for Rn+1
dim(U∩V)+dimspan(U∪V)= dimU+dimV



Applications of dimension theorem
Simplest types of subspaces of Pn:
U dimU P(U) dimP(U)

:= dimU− 1
{0} 0 ; −1span(a) 1 Pa 0span(a,b) 2 〈Pa,Pb〉 1

More “intrinsic” interpretation of last lineby dimension theorem:
dim〈A,B︸︷︷︸A 6=B

〉 = dim{A}+dim{B}−dim{A}∩ {B}

=0+0− (−1)= 1

“All lines in P2 intersect” reflected indimension theorem:
dim`1∩`2 = dim`1+dim`2−dim〈`1∪`2〉

= 1+ 1−
{1 if `1 = `2
2 otherwise =

{1 if `1 = `2
0 otherwise

ä In P3, what are the possible dim`1∩`2?



Application of dimension theorem
If projective space is decomposed into its “ground” and “horizon” parts

Pn = {
(x0 : x1 : · · · : xn) ∈Pn : x0 = 1}︸ ︷︷ ︸

∼=An
∪{

(x0 : x1 : · · · : xn) ∈Pn : x0 =0}︸ ︷︷ ︸
:=H (“hyperplane at infinity”)

then lines ` ∈Pn that “touch the ground” (contain points with x0 6=0; `∩An 6= ;) haveprecisely 1 point “at infinity”:
dim`∩H= dim`+dimH−dim〈H,`〉 = 1+ (n− 1)−n=0

since

〈H,`〉 ⊇P


span


{
(0,x1, . . . ,xn) : xi ∈R}︸ ︷︷ ︸incl. (0,1,0, . . . ,0),

. . . ,(0,0,0, . . . ,1)
∪

( x0︸︷︷︸
6=0

,x1, . . . ,xn)





=P(Rn+1)=Pn



(In)dependence in Pn
Points ⊂Pn are independent if “every pointis outside the span of the previous ones”:

Px0 ,Px1 , . . . ,Pxk independent in Pn
def.⇐⇒ dim〈Px0 ,Px1 , . . . ,Pxk〉 = k

(maximal dimension)
⇐⇒ x0,x1, . . . ,xk independent in Rn+1

Determinant condition for dependence:
Px0 ,Px1 , . . . ,Pxk proj. dependent

⇐⇒ x0,x1, . . . ,xk linearly dependent
⇐⇒ det(x0,x1, . . . ,xk)=0

Determinant expression for line:
line(Pa,Pb)⊂P2

={Px ∈P2 : Pa,Pb,Px proj. dep.}
=

(x0 : x1 : x2) ∈P2 :
∣∣∣∣∣∣
| | x0a b x1
| | x2

∣∣∣∣∣∣=0


Example: Line through (1 : 1 :0) and
(1 : 1 : 1):∣∣∣∣∣∣

1 1 x01 1 x10 1 x2

∣∣∣∣∣∣=0 =⇒ x2−x1−x2+x0 =0
=⇒ x0 = x1



The “naive” way to define coordinates with respect to a spanning set in Pnis ill-defined
Given a set of independent points that span
Pn

〈Px0 ,Px1 , . . . ,Pxn〉 =Pn
Ex.: 〈P(1,0,0),P(0,2,0),P(0,0,2)〉 =P2

the “naive” way to define coordinates ofany Pa ∈Pn with respect to this “basis”would be
Pa = (a0 : a1 : · · · : an)

where (a0,a1, . . . ,an) are the coordinates ofa with respect to the basis x0,x1, . . . ,xn in
Rn+1. Ex.:
(1,2,4)= 1 · (1,0,0)+ 1 · (0,2,0)+2 · (0,0,2)

=⇒ P(1,2,4) = (1 : 1 : 2)
But these coordinates are ill-defined sincethey are dependent on the choice ofrepresentative (the definition “doesn’trespect” ∼). For example:

P(0,2,0) = P(0,1,0)
so the same basis also gives
(1,2,4)= 1 · (1,0,0)+2 · (0,1,0)+2 · (0,0,2)

=⇒ P(1,2,4) = (1 : 2 : 2) 6= (1 : 1 : 2)
The problem comes from the freedom toscale each “basis vector” independently.



Solution: add one more point as a “scaling lock”
Given a set of n+2 mutually independentpoints each n+ 1 of which span Pn

Px0 ,Px1 , . . . ,Pxn ,Pxn+1
define the coordinates of any Pa ∈Pn in the“naive” way

Pa = (a0 : a1 : · · · : an)
where (a0,a1, . . . ,an) are the coordinates ofa with respect to the basis x0,x1, . . . ,xn in
Rn+1, except with the additional demandthat the representatives x0,x1, . . . ,xn arechosen so that

n∑
i=0xi ∼ xn+1

Ex: a basis of P2 is
P(1,0,0),P(0,2,0),P(0,0,2),P(1,2,2)

The condition of the “scaling lock” pointP(1,2,2) means that the basis vectors canonly be scaled together:
(2,0,0)∼ (1,0,0) (2,0,0)
(0,4,0)∼ (0,2,0) (0,4,0)
(0,0,4)∼ (0,0,2) +(0,0,4)

(2,4,4) ∼ (1,2,2)
(1,0,0)∼ (1,0,0) (1,0,0)
(0,4,0)∼ (0,2,0) (0,4,0)
(0,0,2)∼ (0,0,2) +(0,0,2)

(1,4,2) 6∼ (1,2,2)



Ex.: with a “scaling lock” point, coordinates are well-defined
P(1,0,0),P(0,2,0),P(0,0,2),P(1,2,2)

(1,2,4)= 1 · (1,0,0)+ 1 · (0,2,0)+2 · (0,0,2)
=⇒ P(1,2,4) = (1 : 1 : 2) legitimate since

(1,0,0)∼ (1,0,0) (1,0,0)
(0,2,0)∼ (0,2,0) (0,2,0)
(0,0,2)∼ (0,0,2) +(0,0,2)

(1,2,2) ∼ (1,2,2)
(1,2,4)= 1 · (1,0,0)+2 · (0,1,0)+2 · (0,0,2)
=⇒ P(1,2,4) = (1 : 2 : 2) not legitimate since
(1,0,0)∼ (1,0,0) (1,0,0)
(0,1,0)∼ (0,2,0) (0,1,0)
(0,0,2)∼ (0,0,2) +(0,0,2)

(1,1,2) 6∼ (1,2,2)

(1,2,4)= 1
2 ·(2,0,0)+ 1

2 ·(0,4,0)+1·(0,0,4)

=⇒ P(1,2,4) =
( 1
2 :

1
2 : 1

)
legitimate since

(2,0,0)∼ (1,0,0) (2,0,0)
(0,4,0)∼ (0,2,0) (0,4,0)
(0,0,4)∼ (0,0,2) +(0,0,4)

(2,4,4) ∼ (1,2,2)
All legitimate choices of representativesgive ∼-equivalent results.



Projective transformations
A projective transformation Pn→Pn is aninvertible matrixM transformation
Rn+1→Rn+1:

Px 7→ PMx
Check that well-defined:
Ï Independent of the choice ofrepresentative:

Px = Pλx 7→ PMλx = PλMx = PMx
Ï Always lands in Pn: 0 ∈Rn+1 is the onlyx for which Px 6∈Pn, but this is not hitby 7→ sinceMx=0 =⇒ x=0 =⇒ Pxnot among the inputs Pn.

A1



P1→P1 “dilation”: make lengths bigger by bringing plane closer to the eye

A1

(
.5 00 1

)
7→

(
.5 00 1

)(11
)
=

(0.51
)
∼

(12
)



P1→P1 “translation”

A1

(1 01 1
)

7→



P1→P1 “reflection”: put “ground” and “canvas” on opposite sides of theeye

A1

(−1 00 1
)

7→



P1→P1: distances shrinking when approaching horizon point

A1

( 1 1
−1 1

)
7→



P1→P1 “permutation” of point order (points moved “past the horizon”“come back on the other side”)

A1

(1 −1.51 0
)

7→



P2→P2: horizon preserved↔ affine transformation in ground plane

 1 0 00 ∗ ∗0 ∗ ∗


7→

preserved by . . . stra
ight

nes
s

par
alle

lism
ang

les
orie

nta
tion

con
gru

enc
e

sim
ilari

ty
d d-ra

tios
d-ra

tios
⊂
line

squ
are

s
tria

ngle
s

circ
les

ellip
ses

con
ics

deg
ree

s

Euclidean transf. 3 3 3 7 3 3 3 3 3 3 3 3 3 3 3affine transf. 3 3 7 7 7 7 7 7 3 7 3 7 3 3 3projective transf. 3 7 7 7 7 7 7 7 7 7 3 7 7 3 3



P2→P2: parabola = circle with one point on the horizon

1/
p2 −1/p2 01/p2 1/p2 00 0 1


7→

Ground point sent to infinity:1/
p2 −1/p2 01/p2 1/p2 00 0 1


 1
ä
ä

=
0ä
ä





P2→P2: hyperbola = circle with two points on the horizon

0 0 −10 1 01 0 0


7→

Ground points sent to infinity:0 0 −10 1 01 0 0
 1

ä
ä

=
0ä
ä

 0 0 −10 1 01 0 0
 1

ä
ä

=
0ä
ä





Newton’s classification “by shadows” of cubic curves into five “species”
TMME, vol. 6, no. 3, p. 299

Figure 3: The five projective equivalence classes of cubic curves. (From Newton (1860).)

y = x3 y2 = x3

Figure 4: Two equivalent cubic curves.

on the part of figure 5b below the horizon, which is supposed to be the image of everything
in front of us. Apparently, even though the curve y = x3 goes of to our right, we will see it
meeting the horizon straight ahead of us. We understand why by looking at the support lines
drawn in the figures. The dotted line and the brush stroke line on our right are parallel so in the
picture they should meet at the horizon (like railroad tracks, if you will). Since the curve y = x3

essentially stays between these two lines (almost all of it, anyway), it must stay between them
in the picture as well, so it is indeed forced to meet the horizon straight ahead of us. The part
above the horizon is similar, but we must allow for a mathematical eye that can see through the
neck, so to speak. To draw the image of any point in front of us we connect it to our eye with
a line and mark where this line intersects the canvas. To draw the image of any point behind us
we use the same procedure, ignoring the fact that the canvas is no longer between the eye and
the point.

The Zoology of  Curves 

Newton’s classification of  cubic curves into five “species.”

y2 = x3−x y2 = x2(x+ 1) y2 = x3 y2 = x3−x+ 1 y2 = x2(x− 1)



Newton’s classification “by shadows” of cubic curves into five “species”
TMME, vol. 6, no. 3, p. 299

Figure 3: The five projective equivalence classes of cubic curves. (From Newton (1860).)

y = x3 y2 = x3

Figure 4: Two equivalent cubic curves.

on the part of figure 5b below the horizon, which is supposed to be the image of everything
in front of us. Apparently, even though the curve y = x3 goes of to our right, we will see it
meeting the horizon straight ahead of us. We understand why by looking at the support lines
drawn in the figures. The dotted line and the brush stroke line on our right are parallel so in the
picture they should meet at the horizon (like railroad tracks, if you will). Since the curve y = x3

essentially stays between these two lines (almost all of it, anyway), it must stay between them
in the picture as well, so it is indeed forced to meet the horizon straight ahead of us. The part
above the horizon is similar, but we must allow for a mathematical eye that can see through the
neck, so to speak. To draw the image of any point in front of us we connect it to our eye with
a line and mark where this line intersects the canvas. To draw the image of any point behind us
we use the same procedure, ignoring the fact that the canvas is no longer between the eye and
the point.

The Zoology of  Curves 

Newton’s classification of  cubic curves into five “species.”

Which one is y= x3?



Projective equivalence of y= x3 and y2 = x3

x22 = x31
0 0 −10 1 01 0 0


7→

x2 = x31



In P1, any* 3 points can be mapped to any* 3 points (* non-identical)
P1 version: Given* A,B,C ∈ `∼=P1 andA′,B′,C′ ∈ `′∼=P1, there is a way to placethese lines in P2 so that A′B′C′ is theperspective view of ABC from O.
Possible strategy: Put A′ on top of A. DrawBB′ and CC′, and let their intersection bethe projection point O.

7→A B C A′ B′C′

A B CA′
B′C

′

O

7→A B C A′B′ C′

A B CA′

B′

C′ O

7→A B C A′ B′ C′

A B CA′
B′

C′

O

C′



In P1, any* 3 points can be mapped to any* 3 points (* no 2 ∼-equivalent)
R2 version (before ∼-collapsing): Givena,b,c,a′,b′,c′ ∈R2, ∃ a 2×2-matrixM suchthatMa∼ a′,Mb∼ b′,Mc∼ c′. Proof:
Ï ∃ 2×2-matrixM such thatMa= a′,Mb= b′.
Ï Express c using a,b as a basis:c= caa+cbb.
Ï Mc has the same coordinates in thenew basis:Mc= caMa+cbMb= caa′+cbb′.
Ï Since x∼ λx, it would have been thesame projective transformation if wehad takenMa= λ1a′,Mb= λ2b′, inwhich caseMc= caλ1a′+cbλ2b′.
Ï So by choosing λ1,λ2 we can ensurethatMc= c′ without disturbingMa∼ a′,Mb∼ b′.

ab c M→ a′
b′

c′

∼ a′
∼ b′

c′

∼ a′∼ b′ c′



In P2, any* 4 points can be mapped to any* 4 points (* no 3 collinear)
P2 version R3 version (before ∼-collapsing)
Any non-degenerate quadrilateral can bemapped to any non-degenerate quadrilat-eral.

Given a,b,c,d,a′,b′,c′,d′ ∈ R3, ∃ a 3 × 3-matrix M such that Ma ∼ a′, Mb ∼ b′, Mc ∼c′,Md∼ d′.

(No 3 of ABCD, no 3 of A′B′C′D′ collinear.) (No 3 of a,b,c,d, no 3 of a′,b′,c′,d′ coplanar.)

Intuitive in terms of paintings:

(image source: Stillwell, The Four Pillars of Geometry)

Ï The 3×3 entries of the matrix areenough degrees of freedom to send 3vectors to 3 vectors, say a,b,c to
λaa′,λbb′,λcc′.

Ï The three scaling degrees of freedom
λa,λb,λc are enough to then also sendd to d′.



Cross-ratio
3 points on a line can be mapped to any 3, but that determines where any fourth pointgoes. The cross-ratio (ABCD) is a projective invariant that expresses the condition on thefourth point.
Pn version Rn+1 version (before ∼-collapsing)4 collinear points ABCD. 4 coplanar vectors a,b,c,d.
(ABCD)= ACBC BDAD (signed lengths). (ABCD)= cbca dadbwhere cb,ca,da,db are the coordinates of cand d in the basis a,b.Check that these two expressions for (ABCD)are equivalent (in the generic case of P1 withno points at infinity):
a= (1,a) b= (1,b) c= (1,c) d= (1,d)
=⇒ c= c−b

a−ba+
a−c
a−bb d= d−b

a−ba+
a−d
a−bb

=⇒ (ABCD)= cbca
dadb = a−c

c−b
d−b
a−d = AC

BC
BD
AD (signed)

Check that definition does not depend onchoice of representatives. If a is replaced by
λa:

(ABCD)= cbca/λ
da/λ
db

If c is replaced by λc:
(ABCD)= λcb

λca
dadb

. . .



ä Application of the cross-ratio: How far from the intersection is the car?

car

2 km sign

2 km sign

aerial
photograph

3 cm

1 cm

4 km sign
4 km sign

cm3
7

A

B

C

D

A’

B’

C’
D’

(image source: Brannan, Esplen, Gray, Geometry)

(ABCD)= ACBC BDAD = 4−x2−x 24

= (A′B′C′D′)= A′C′B′C′ B
′D′

A′D′ = 3− 371− 37
13 = 3− 373− 97

= 21−321−9 = 1812 = 32



The cross-ratio is invariant under projective transformations
The coordinates of c and d in the basis a,b are also the coordinates of c′ :=Mc andd′ :=Md in the basis a′ :=Ma,b′ :=Mb. Hence

(ABCD)= cbca
dadb =

c′b′c′a′
d′a′d′b′ = (A′B′C′D′)

M

äWhy doesn’t the same reasoning prove that cbca is invariant?



Cross-ratio in simplified configuration
We can use “any 3 7→ any 3” to choose a simplified (equivalent) configuration:
P1 version R3 version (before ∼-collapsing)

0
A

∞
B

cbca = (ABCD)
C

1
D

a= (1,0)

b= (0,1)

c= (ca,cb)
(1, cbca )∼ cd= (1,1)

(ABCD)= cbca
dadb = cbca

1
1 =

cbca
The “length form” of the cross-ratio also works if we allow “common-sensical” rules forcalculating with∞:

(ABCD)= AC
BC

BD
AD = AC

−∞
−∞
1 =AC



Cross-ratio is invariant under Pn-internal projection from a point

A′ B′ C′ D′

`′

A B C
D

` P

(ABCD)= (A′B′C′D′)

We already know that (ABCD) is preservedby projective transformations Pn→Pn. Soin other words we need to show: If two

lines are perspectively related “within thepainting” (as in the above figure) then theyare also projections of each other as seen“from without”:

`′

`

`′

`

Y



Cross-ratio is invariant under Pn-internal projection from a point

A′ B′ C′ D′

`′

ABC D

` P

(ABCD)= (A′B′C′D′)

`′
`

`′

`
Y

Intuitive in the case of P2, but we will give a

proof that:
Ï Generalises to any Pn.
Ï Works only with the Rn+1representation of Pn, and henceapplies equally to cases involvingpoints at infinity, such as:

A′ B′ C′ D′

A B C D

P

A′ B′ C′ D′

A BC D

P



Simplification of projective configuration in R3
In R3, the P2 configuration on the previous slide
becomes:

`′

`

i
pa
a′

Goal: Simplify the configuration by applyingsuitable matrices*. Since matrices* preservecollinearity and cross-ratios, any matrix* sendsthis configuration to another configuration withthe same cross-ratios and the same collinearityand intersection relationships. (* invertible)
Ï ∃ 3×3 matrix that sends i,a,a′ to thestandard basis

Mi= (1,0,0)

Ma= (0,1,0) Ma′ = (0,0,1)

Ï In this basis, ` is x2 =0 and `′ is x1 =0.
Ï This still holds if we change the scaling toMa= λ1(0,1,0) andMb= λ2(0,0,1).
Ï By choosing λ1,λ2, we can makeMp goanywhere in the plane span(Ma,Ma′).(Same principle as in “any 3 7→ any 3”proof.)
Ï Hence altogether we can chooseM sothat:

Mi= (1,0,0) Ma= (0,λ1,0) Ma′ = (0,0,λ2)
Mp= (0,−1,1) ` : x2 =0 `′ : x1 =0



Projection ` 7→ `′ from P in simplified coordinate system

`′

`

i
pa
a′

We obtained the simplified configuration:
Mi= (1,0,0) Ma= (0,λ1,0) Ma′ = (0,0,λ2)

Mp= (0,−1,1) ` : x2 =0 `′ : x1 =0

i

a a′ p

` `′

In this simplified configuration, the projectionof ` 7→ `′ from P takes a simple algebraic form.
Ï A point L ∈ ` is represented in R3 byl= (L1,L2,0).

Ï The line PL⊂P2 corresponds to the planespan(p, l)= span((0,−1,1),(L1,L2,0))⊂
R3.

Ï We need to find L′ := PL∩`′ which in R3corresponds to {span(p, l)}∩ {x1 =0}.
Ï L2p+ l= (L1,0,L2) is in this intersection, soit is a representative of L′.
Ï So the projection T : PL 7→ PL′ can berepresented in coordinates by

(L1,L2,0) 7→ (L1,0,L2).
Ï This is realised by the projectivetransformation T :P2 →P2

T =
 1 0 00 0 10 1 0


and is hence cross-ratio-preserving.



Ratio invariance in An
Since affine space permits fewer transformations than projective space (leaves points atinfinity), it has a simpler invariant than the cross-ratio (special case of one point atinfinity) for 3 collinear points ABC:

(ABC)=−cbca (“coordinates” of c= caa+cbb as linear combination of a,b)
⇐⇒ −→CA= (ABC)−→CB

äWhy is (ABC) invariant under affine transformations?



Example
Recall: (ABC) is defined by

(ABC)=−cbca (“coordinates” of c= caa+cbb as linear combination of a,b)
or −→CA= (ABC)−→CB
Determine (ABC) in the case where C is the midpoint of AB:

a b

ä (ABC)=
ä Express the meaning of (ABC) in words when C is not the midpoint of AB.

1−λ=0.25 λ=0.75
A B�

C
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